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Abstract
Research into traditional software evolution has been tackled from two broad perspectives: that focused on the how, which looks at the processes, methods and techniques to implement and evolve software; and that focused on the what/why perspective, aiming at achieving an understanding of the drivers and general characteristics of the software evolution phenomenon.

The two perspectives are related in various ways: the study of the what/why is for instance essential to achieve an appropriate management of software engineering activities, and to guide innovation in processes, methods and tools, that is, the how. The output of the what/why studies is exemplified by empirical hypotheses, such as the staged model of software evolution.

This paper focuses on the commonalities and differences between the evolution and patterns in the lifecycles of traditional commercial systems and free/libre/open source software (FLOSS) systems. The existing staged model for software evolution is therefore revised for its applicability on FLOSS systems.

1. Introduction
The phenomenon of software evolution has been described in the literature (e.g., [1], [2]), with several models of different nature ([3], [4], [5], [6], [7]) being proposed to understand and explain the empirical observations. Some of these models purport to be universally applicable to all software development processes. However, the models in the literature were built mainly observing software developed using a traditional centrally-managed waterfall development process, or one of its variants [21].

Research in this area has been approached from two different perspectives. One is based on considering the how, looking at processes, methods and techniques to implement and evolve software. The other is based on the what/why, applying systematic observation of empirical data to achieve an understanding of the causes and general characteristics of the phenomenon. Both perspectives are related: the study of the what/why is important in order to achieve and appropriate plan, manage and control the various software engineering activities; and to guide the development of new processes, methods and tools, that is, to guide the how.

The link between the how and the what/why perspectives is illustrated in [8], where a rich set of management guidelines are derived from Lehman's laws of software evolution. The output of the what/why study is exemplified by empirical generalizations such as Rajlich and Bennett’s model of the lifecycle [6] and Lehman’s laws of software evolution ([9], [10]).

In this context, the present paper expands and refines the empirical hypothesis presented in the staged model of software evolution [6] so that it can be applied to FLOSS projects. For this, we compare and contrast the existing empirical knowledge (e.g. as derived from studies of proprietary systems evolved under traditional processes, such as those shown in [7]) with the emergent FLOSS paradigm.

2. The staged model
The staged model for software evolution provided in [6] represents the software lifecycle as a sequence of steps. Figure 1 displays the visualization extracted from their model, as such specifically targeting the
traditional commercial projects. The basic idea is that software systems evolve through distinct stages:

- **Initial development**, or alpha stage, includes all the phases (design, first coding, testing) achieved before the first running version of the system. In this stage, no releases are made public to the users.
- Evolutionary pressures tend to enhance the system with new features and capabilities in the phase of the **evolution changes**: both releases and individual patches are made available to the users, and feedback is gathered to further enhance the system.
- As long as the profitability of either new enhancements or changes to the existing code base is overcome by the costs of such modifications, the **servicing phase** is recognizable. The system is considered mature, changes are added to the code base, but no further enhancements are provided to the end users. Individual code patches are distributed to the end users.
- When the service is discontinued and no more code patches are released, the stage of **phase-out** is meant to declare the system's end. This is typically associated with the presence of a new enhanced system that will substitute the original one.
- The old system serves as a basis for the new one and then it is **closed down**.

The purpose of this paper is to use the knowledge accumulated in previous literature on FLOSS in order to detect similarities and differences between the traditional commercial and the FLOSS approaches regarding the stages of software evolution.

### 3. FLOSS staged evolution model

The previous section introduced the details of the staged model for software evolution which successfully models many traditional commercial systems. This takes us to the main research question of this paper: is this model also suitable for FLOSS systems? Building upon the results obtained for FLOSS systems by ours and others case studies, it is possible to analyze each of the phases of the cited model, and observe when and how differences and commonalities arise.

In this section, three aspects of the model are revised:

- the first observed difference is based on both the description of the “initial development phase”, and the definition of “available releases”. As explained below, depending on the definition used for “initial phase”, many FLOSS projects could be argued to never have left this stage. With respect to releases, in traditional commercial systems they have to be complete, running and authorized by the software company, while in the FLOSS world it is commonplace to allow public access to the code base in versioning system repositories, following a “permanent release” model, at least for those ready to build the product from sources, well before the official first release is published.;
- the second observed difference is related to the possibility of loops between the evolution changes and the “servicing” stage. The system goes through other recognizable phases of enhancements after a period of servicing, where no features are added. One clear case of this are the projects in which a freezing period is established before major releases. During this freezing period no new functionality is added (that is, the project is in pure servicing mode), and only after release time it goes back to evolution mode;
- the third main difference is related to FLOSS communities: new development teams may leave the ground to other developers, and therefore a FLOSS system already in the phase-out stage may experience a re-birth if a new team includes new enhancement, leading to a new evolution period.

In the following, each of the phases described in [6] are analyzed, and commonalities and/or differences are identified. Building on our previous works, empirical
evidence is given to provide a sound basis to the claims and assumptions.

3.1 Initial development

Traditional commercial systems are typically built by a fixed amount of designers, developers and testers. FLOSS systems typically start with a small amount of early developers, and eventually new developers join after a certain initiation period.

In traditional commercial systems software is usually published only after the first release is deemed as “correctly running”. FLOSS systems, however, may be released well before they are complete or working, and typically read-only access to the versioning system is given to anybody, which leads to the already mentioned continuous release even before the first official release.

This can be true also for traditional commercial systems, but it is a rare event in that realm: we are aware of just one specific case in which a commercial software house, using an agile development process, gives the possibility for users to download the application from the public versioning system repository [23].

The initial development phase in FLOSS projects has been characterized in [11, 12] as a cathedral-driven software process, as contributions from external developers are not yet encouraged. The process is hence controlled, the infrastructure for the project is not always in place, and the feedback from end-users is limited.

3.1.1 Case studies

Successful FLOSS projects have been studied and characterized in the past, but empirical evidence on their behavior in the initial development, and the transition to a larger “evolution” phase has not been proven yet.

In [12] two case studies were selected to characterize the initial development of a FLOSS project. A closed process, performed by a small group of developers, has some commonalities with traditional software development. Major differences appear when a FLOSS project either never leaves this initial stage, as documented for a large majority of the projects hosted on SourceForge [22]; or when it leverages a “bazaar”, i.e. a large and increasing amount of developers. Figure 2 displays the number of developers contributing to a system (the Arla Network File System), showing how it has remained, through its lifecycle, as an effort of a small team [19]. It has been argued that this should not be interpreted as a sign of the overall failure of a FLOSS project, but as a potentially missed opportunity to establish a thriving community around a project.

In the same study, specific actions from the core developers (or lone project author) were identified when a FLOSS project was to leave this initial stage. Since new developers prefer to work on newly added modules, rather than older ones, core developers should create new avenues of development to let new developers join in. Further analyzing the system displayed in Figure 2, a decreasing trend of new module creation was detected, which prevented new developers to join in.

Figure 3 shows the evolution of active developers in another case study (Wine, a free implementation of Windows on Unix), where a growing trend is observed. Also, as further studied, the amount of new modules inserted by the core developers follows a similar growing trend. This helped with the recruitment of new developers and to leave the initial stage for a “bazaar” stage [19].

This first difference between traditional commercial systems and FLOSS systems is annotated in the revised model displayed in Figure 6: the box containing the
“initial development phase” is highlighted, as it could be the only phase available in the evolution of a FLOSS system. Also, in the same phase, a different handling of the versioning system is achieved.

3.2 Evolution changes

Several releases are observed both in traditional commercial and FLOSS systems. In traditional commercial systems, most of the changes are distributed and applied as patches on the existing code base. New versions of the software systems are distributed regularly, albeit a higher frequency is perceived as an instability factor. Feedback is provided by users in the form of requests for change or bug signaling, and collected as a set of new requirements for new releases, or in intermediate code patches.

In FLOSS systems, new releases of systems and patches are available more often, and this is usually perceived as a vitality factor [18, 19]. Although traditionally many FLOSS projects published a new release “once it is ready”, in recent times several FLOSS projects have moved to a time-based release planning, offering a new stable version of the project on a periodic basis (for Ubuntu and GNOME, for instance, every six months, [20]). Feedback is provided by users in the same forms as in commercial systems, but also under the form of code patches that users write themselves, and which possibly will be incorporated into new releases of the system.

The loop of evolution changes presented in Figure 1 may be accomplished through many years. Both traditional commercial and FLOSS systems have shown the characteristics of long-lived software. For instance, operating systems like OS360, the various flavors of UNIX, or the Microsoft Windows, as well as the FLOSS Linux kernel, FreeBSD or OpenBSD, have been successfully evolving for decades.

It is noticeable that while the evolution loop can be found both in commercial and FLOSS environments, several research papers have shown that growth dynamics in both cases differ significantly, at least in the case of large projects [13, 14, 15]. Some of the FLOSS projects have a superlinear growth rate (for example, Linux), while a majority of the large projects studied grow linearly. Both behaviors (superlinearity and linearity) seem to be in contradiction with Lehman’s laws of Software Evolution that imply that size over time shows a decelerated pattern [16].

3.3 Servicing

This phase was first described for traditional commercial systems, when new functionalities are not added to the code base, whilst fixes to existing features are still performed [6]. The transition from evolution to servicing is typically based on the economic profitability of the software system. When revenues from a software product are not balanced by the costs of its maintenance, the system is no longer evolved, and it may become a legacy system [17].

For FLOSS systems, on the other hand, the evolutionary behavior shows often stabilization points, where the size of the overall system does not change, albeit several releases are made available, and a long time interval is achieved. Although a servicing stage could be detected, a new evolution period is later found.

This behaviour can be matched with the release schedule of a typical FLOSS project. Some time before a new version is released, it is usual to “freeze” the current code. This stage can be qualified as a servicing stage. Right after the new release is made, changes are made to increase the functionality of the project. This could be qualified as a new evolution stage. Therefore, these stabilization points that use to happen in the surroundings of a new release can be identified as sequences of pairs of evolution and servicing stages, that are repeated several times during the whole lifetime of the project.

3.3.1 Case Studies

In the study reported in [4], the presence of servicing stages was detected through an overall small increase of the code base (say, less than 10% over several releases and temporal time).

We observed, in some of the systems, a very fast increase in size, and a corresponding fast evolution, followed by a stabilization phase which lead to the abandonment of the project. For the Grace system (Figure 4) all the dots represent public releases, and it is possible to observe that their overall pace is not diminished by the system entering this phase. The circled point shows when the system was abandoned by

![Figure 4: Stabilization point (“servicing stage”) in the Grace system](image)
the initial lone developer, and was handed over to a new team of developers.

For some other analyzed systems, instead, (e.g. the Gaim system, depicted in Figure 5), albeit the same initial fast growth rate, and a transition from evolution to servicing, were observed, a new period of evolution was also found. Some other cases are summarized in Table 1. The dashed arc between the evolution and servicing stages of Figure 6 is displaying this possibility.

The same behaviour is detectable in FLOSS systems [19], when development teams declare their intention not to maintain the system any more. The main difference between the traditional commercial approach and the FLOSS cases is the availability of source code. In some, specific cases new developers may take over the existing system, and with the availability of source code, bring it to a new stage of evolution. A case study was presented here to describe the possibility (the Grace system), but literature reports others [19,25]. The dashed line in Figure 6 displays this possibility and revises the transitions among stages.

Many FLOSS projects have been reported to renew their core groups. For instance, in [24] three different categories of FLOSS projects were identified: code gods, generations and mixed behavior. Code gods projects are maintained by the same group of developers during the whole lifetime of the project. Generations projects exhibit a renewal in the core group of developers; the group of people that were the main developers at a early moment in the life time are not the main developers in posterior moments. Therefore, a generational relay has taken place in the project. Mixed projects exhibit neither a pure code god or generations profile, but a intermediate state among those two extremes. For instance, Figure 7 shows the generations for the Mozilla project [23].

3.4 Phase out

In traditional commercial systems, the phase out of a software system happens when the software house declares that neither new functionalities, nor the fixing of existing ones will be performed. The system becomes then a legacy application.

### 4. Conclusions

This paper has argued that the FLOSS development cycle may be considered different from traditional commercial system. The staged model for the software evolution, as in its original form expressed in [6] model, was discussed. A general resemblance between
commercial and FLOSS evolutionary behavior was recognized: initial development tend to be superlinear or at least with sustained growth (MPplayer, Arla, Ganymede, see Table 1). A stabilization point where fewer functionalities were added has been recognized in some FLOSS evolutionary behavior (Ganymede, Grace, see Table 1). Apart from the commonalities, three points of difference were detected for enhancing the staged model.

The first is relative to availability of releases: commercial companies make software systems available to third parties only when they are running and are tested enough. On the contrary, FLOSS systems are available in versioning system repositories well before first official release, and may be downloaded at any time. The second difference is relative to the transition between the evolution stage and the servicing stage: we encountered at least three cases (ARLA, Gaim, Gwydion Dylan, see Table 1) in which after a phase without major enhancements, a new development stage was achieved. The third revision made to the model is a possible transition between the phases of phase out and evolution: we illustrated a case in which a new development team took over the responsibility of a project that was declared closed (Grace). More in general, generations of developers have been identified in several FLOSS systems, where the most active developers (in terms of commits) get replaced frequently along the lifecycle of a FLOSS application.

Therefore, it may be concluded that after some modifications, the original staged model for software evolution could be extended to consider the evolution of a FLOSS project.
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<table>
<thead>
<tr>
<th>System analysed</th>
<th>Main findings</th>
<th>Stage detected</th>
</tr>
</thead>
</table>
| Arla           | Sustained period of growth up to day 1000 (Figure 19), delta 150%. Stabilization period up to day 1800 (800 days, relative delta 4%). Sudden growth period up to latest available release (600 days, relative delta 260%) | - sustained growth  
- stabilization  
- superlinear growth |
| Grace          | Unconstrained growth up to day 700 (Figure 22), delta 54%: large delta sizes achieved between subsequent releases. New evolution period sustained by a new development team, up to day 1250: sublinear evolution pattern detected (550 days, delta 55%). Latest stabilization period, 2000 days, delta 5% | - chaotic growth  
- sustained growth  
- stabilization |
| Ganymede       | Superlinear growth, up to day 250 (Figure 24), with a large delta achieved (205%); followed by a sublinear growth up day 400 (150 days, delta 16%). Missing data doesn't show evolution between day 400 and 1000. Between day 1000 and 2200, size stabilizes (1200 days, delta 8%). | - superlinear growth  
- sustained growth  
- stabilization |
| Gwydion Dylan  | Initial stable period (previous history not available), before that, 220,000 LOCs achieved. From day 600 to present, sustained growth: 2200 days, delta 70% (Figure 28). | - initial growth period  
- sustained growth |
| Gist           | Irregular growth curve up to day 900, several reduction in the global amount of lines of code. A period of growth is achieved up to day 1100, before a new shrinkage and stabilization. | Irregularities don't allow to detect clearly stages |
| Gaim           | Large, unconstrained initial growth period (800 days, delta 1300%); further, sublinear growth period in lines of code, up to day 1400 (delta 20%). New superlinear growth between day 1400 and day 1900, with delta size 51%. Final sublinear growth up to present (Figure 34). | - superlinear growth  
- sublinear growth  
- sustained growth  
- sublinear growth |
| MPlayer        | Large, unconstrained growth, between day 0 and 1500. Delta achieved 1600% | - superlinear growth |
| Netwib         | Superlinear growth (from day 0 to 650, delta 1400%), followed by a first large reduction of size (delta -20%), and a second superlinear growth (day 700 to 1000, delta 40%); a second large reduction of LOCs (delta -25%) and a new stabilization are then observed | - superlinear growth  
- large negative delta  
- superlinear growth  
- stabilization |

Table 1: evolutionary findings on FLOSS projects, along with the detected stages