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Abstract

In order to predict the number of changes in the follow-

ing months for the project Eclipse, we have applied a statis-

tical (non-explanatory) model based on time series analy-

sis. We have obtained the monthly number of changes in

the CVS repository of Eclipse, using the CVSAnalY tool.

The input to our model was the filtered series of the num-

ber of changes per month, and the output was the number

of changes per month for the next three months. Then we

aggregated the results of the three months to obtain the to-

tal number of changes in the given period in the challenge.

1 Introduction

There have been some cases of proposals of predictive

models for libre (free / open source) software projects. In

our opinion, the phenomenon of libre software develop-

ment is quite complex as to obtain a satisfactory explana-

tory model. For instance, in spite of the proposed models

in the literature [9, 4, 1], little empirical validation of these

models have been done, so failing on the prediction of the

actual evolution of libre software projects.

Using the “low-level” approach taken by the mentioned

papers is a difficult task, because the events that happen

within a project are random-like. All the interactions (a

change made to the source code, a new message to the mail-

ing list, a new developer coming to the project, a developer

leaving the project) that we may find in a project can not

be predicted, because they involved people. However, if we

look at the macroscopic level, the aggregation of all these

random-like interactions is not random, and despite contain-
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ing noise, can be predicted by means of statistical methods.

Think for example of the stock market. It is really difficult

to predict how individual actors will behave, because of the

many factors that may impact their actions. But when the

global stock market is considered, several statistical meth-

ods may be used to predict the near future in absence of

impacting external events.

The idea of using time series analysis to predict software

is not new. Already in the period from 1985 to 1988 several

papers [11, 12, 13] used statistical methods, including time

series analysis, to model software evolution. For instance,

in [13] time series ARIMA models are used to predict the

evolution in the maintenance phase of a software project,

using sampling periods of about one month.

Later, Kemerer and Slaughter [6] followed this line of

research proposing an ARIMA model which is able to pre-

dict the monthly number of changes of a software project.

However, they did not obtain very good results, because the

phenomenon studied (monthly number of changes, the same

than in the challenge) is quite noisy. To avoid the problems

found by Kemerer and Slaughter, we applied kernel smooth-

ing in the hope of reducing the amount of noise in the source

data.

There have been several other research papers using time

series methods to predict the evolution of software projects.

Because of the space restrictions, we just cite them here [2,

3, 5].

2 Methodology

We obtained the monthly number of changes for Eclipse,

classified by plugins (using the mapping table provided for

the challange), using the tool CVSAnalY [8]. From the

database created by CVSAnalY, we mined the revisions that

were not deletions, and added up all the revisions in each

one of the months, from the beginning of the history in the

CVS until the last of January 2007.

Therefore, we obtained a list with the number of changes

for every month since the beginning of the history of each
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Figure 1. Original data and filtered data for the

case of org.eclipse.core. Kernel smoothing

with a bandwidth of 2.

plugin in the CVS. The data was actually obtained for each

one of the subdirectories in the CVS. We mapped subdirec-

tories to plugins adding up the changes for every subdirec-

tory being part of the same plugin, in the hope of reducing

some noise by aggregation. We needed to filter the data,

though. We filtered this data using kernel smoothing with a

bandwidth of 2, and the filtered series was the input for the

ARIMA model. Figure 1 shows the original data and the

the filtered data for the plugin org.eclipse.core. We

have used [7] as a guide. That book includes some exam-

ples and charts to select the right model based on the values

of some parameters that we describe below.

The ARIMA model has three parameters:

• d, which is the number of differences needed to make

the data stationary. In our case it was d = 1 for all the

plugins.

• p, which is the auto-regressive part of the model. The

right value is obtained by inspecting the autocorre-

lation coefficients and partial autocorrelation coeffi-

cients plots. In all the plugins, it was value was be-

tween 2 and 3.

• q, which is the moving average part of the model.

Again, it is obtained by inspecting the autocorre-

lation coefficients and partial autocorrelation coeffi-

cients plots. This time, it was 0 for all the plugins.

We inspected the autocorrelation plots and partial auto-

correlation plots for all the plugins. Then we selected the

values for p and q for each case, obtained the model, ob-

tained the predictions for the next three months.

We then added up the results for the next three months

for every plugin, and those were the results that we submit-

ted to the challenge.

For more details on how to apply this methodology we

recommend to read [7, 10].
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